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Abstract

We uncover financial professionals’ mental models—the narratives they use to explain
their subjective beliefs. Using 82,000 equity reports, we prompt large language models
(LLMs) to extract 3.5 million narratives, each combining a topic, valuation channel,
sentiment, and time outlook. To validate the reliability of our output, we introduce
a multi-step LLM-based approach and new diagnostic tools. We establish three sets
of findings. First, narratives are centered around a limited set of topics, primarily
focused on top-line items, with variation in topic focus over time and across industries.
Narratives are mostly forward-looking, with three times as many arguments focusing
on the future as on the past. Second, differences in topic focus, sentiment, and time
outlook across forecasters strongly predict the extent of disagreement in their subjective
quantitative forecasts. Lastly, time-series variation in the average narrative’s sentiment
and in the average narrative’s focus on top-line items closely track Shiller’s CAPE ratio
(ρ = 0.84 and ρ = 0.42), and the cross-sectional variation in narratives predicts key asset
pricing patterns. Narratives associated with growth stocks are more optimistic and
forward-looking than those for value stocks, consistent with forecasters (mis)perceiving
growth stocks as having above-average growth potential. Overall, this paper helps
bridge the gap between ‘what forecasters believe’ and ‘why they believe it.’

Keywords: Mental Models, Professional Forecasters, Large Language Models, Beliefs

∗First Version: October 30, 2024. This Version: November 18, 2024. All errors and omissions are our own.
†Bastianello is at the University of Chicago, Booth School of Business. Décaire is at the W. P. Carey

School of Business at Arizona State University. Guenzel is at the Wharton School of the University of
Pennsylvania. We thank conference participants at the 2023 ASU-UA Junior Conference and the 1st Workshop
on LLMs and Generative AI for Finance. Bastianello gratefully acknowledges support from the Liew Fama
Junior Faculty Fellowship, the Fama Faculty Fellowship, and the Fama-Miller Center at the University of
Chicago Booth School of Business. Décaire gratefully acknowledges financial support from the Center for
Responsible Investing at Arizona State University. Guenzel gratefully acknowledges financial support from
the Jacobs Levy Equity Management Center for Quantitative Financial Research. Contact information:
francesca.bastianello@chicagobooth.edu, paul.decaire@asu.edu, and mguenzel@wharton.upenn.edu.

mailto:francesca.bastianello@chicagobooth.edu
mailto:francesca.bastianello@chicagobooth.edu
mailto:mguenzel@wharton.upenn.edu

	Introduction
	Data Collection and (ML-Based) Text Analysis Methods
	Data Collection
	LLMs Vs. Other Text Analysis Methods: Topic Interpretability Versus Output Robustness

	LLM-Based Extraction of Mental Models and Narratives
	Employed Approach
	Report Anatomy: Location of Topics, Sentiment, and Time Outlook
	Diagnostic Tools
	Descriptive Versus Predictive Information Processing Using LLMs

	Aggregate Patterns
	Texts and Topics
	Sentiment and Time Outlook
	Sentiment and Time Outlook in the Cross-Section

	Disaggregate Patterns
	Linking Narrative Sentiment and Time Outlook to Quantitative Forecasts
	Linking Valuation Channels to Quantitative Forecasts
	Subjective Narrative Attention Allocation and Forecast (Dis-)Agreement

	Conclusion
	Appendices
	AI Prompt
	List of Categories and Topics
	Text Excerpt and Output
	Appendix Figures and Tables




